Linear Algebra II
21/03/2013. Thursday. 14:00-16:00

1 (718 25 pts) Inner product spaces and Gram-Schmidt process
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Let U be an inner product space and let [« {vr.v)z
{a} Show that « ¢ if and onlyv if {w. o} ul? ef|2.

{b} Suppose that the vectors .. g, = form a basis for a subspace § € U and satisfy
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Apply the Gram-Schmidt process and obtain an orthonormal basis for the subspace S,

REOUIRED KNOWLEDGE: inner product, Gram-Schmidt process.

SOLUTION:

(1a):
“only if": Clearly, {o. o} ik ¢[2 whenever « e,
“il™: Suppose that {e. ¢y w2 |«]2 Note that
I et 2 (f/ i !')‘v
(o) {acey Aecu) e
0 (since {w o} ul? e[12)

Therefore. we can conclude that « .



(1b): By applyving the Gram-Schmidt process. we obtain:
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2 {1010 20 pts) Eigenvalues and diagonalization

Let M € R*%" he a normal matrix.
{a} Show that 1M is symmetrie if all its eigenvalues are veal.

; N . . . N e . o ~ y o . . .
(b} Show that if « + ib {a. b € R} is an cigenvalue of M then o2 -« 52 is a singular value of A/,

REOUIRED KNOWLEDGE: eigenvalues, eigenvectors, normal matrices. unitary ma-
trices, diagonalization by unitary matrices, singular values.

SOLUTION:
(2a):

Since A is normal, there exist a unitary matrix {7 and a diagonal matrix 1 such that M
(DU Also, we know that the diagonal clements of £ much be the cigenvalues of M and the

colummns of {7 must be eigenvectors, Since all cigenvalues are real. we have D7 DT 1D and
also (71 17 a5 all cigenvectors can be chosen to be real-valued vectors. Then. we have

Moepet o opet
At T pplict ppeT,

Therefore, A/ is symmetric,



(2b):

Since M is normal, there exist a unitary matrix (7 and a diagonal matrix {7 such that
DU Then, we have

MTar g (since M € RY<)
CpHritepett
Up¥prt {since {7 is unitary)

Note that the diagonal elements of 1 are eigenvalues of M and those of DD are eigenvalies of

MTAL. Hence, we can conclude that if ¢+ ib is an eigenvalue of M then {o « ib){e b} o? <17

must be an cigenvalue of 174, Since singular values are square roots of the eigenvalues of TAfL.
a2 = b2 must be a singular value of M,

g (1010 20 pts) Positive definiteness

C'onsider the matrix

Te 110
Moo
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where ¢ is real munber. For which values of ¢
{a} is M positive definite?

(b} is A negative definite?

REOUIRED KNOWLEDGE: positive/definite matrices, leading principal minor test for
positive definiteness.

SOLUTION:
(3a):

A svimetric matrix is positive definite if and only if all its leading principal minors are positive.,
For the matrix we have, the leading principal minors can be computed as follows:

det{[a"} «

le 11
det{ ’JI | yoa ]
Fe 110
det{ 1 1 1) a1l o 1oa o 20 L
I«

Therefore. M is positive definite it and only if

These inequalities ave satistied if and only if e = 1.



(3b):

Note that M is negative definite if and only if 3/ is positive definite. Then, we can immedi-
ately conclude that M is never negative definite as it has a positive diagonal element. Alternatively.
one can again cmploy the leading principal minor test:

det{[ o} a
Ta 1
det{ | 1) 1
(I | 11
det{; I 1 1} a2 1 leas 1w {2 20+ 1),
1 7

Hence, we can conclude that A is negative definite if and only if the inequalities

a =0
a 10
(@« 13% -0

are feasible, However. the last ineguality is never satisfied since ¢ is a real munber. Therefore. 3
canuot be negative definite,

{1510 25 pts} Singular value decomposition
I -

C'onsider the matrix

rp o1 ol
1 0 0

{a} Find a singular value decomposition of 1.
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(b} Find a matrix £ having the singular values 3. 20 and 7“ and satisfving |0 Bllp =%

REOQUIRED NNOWLEDGE: singular value decomposition, lower rank approximations.

SOLUTION:

(da):
Note that
o ol
AT 02 0.
0O 0 0
Since 70 is dingonal. we ean take V7 1o Also, we have @y 3. ay Doand ay 0. Sinee
the number of non-zero singular values is 20 we have rank{.1} 2. Then. we get
| | rqp 1 o1 r
] *_*.1!'] 7= | 1 1 [)l l”l 5| 1| .
“ 350 00 o 3
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‘To obtain the Tast columm of €7, we need to find an orthonormal basis for the mull space of 17,
Note that
rl l 1-] r.l']1 r.i'] A -t .l';;1
o AT | 1 1 ()I |2 T TR S
0 00 .y 0
Therefore. we get
r
ATy spand R
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This leads to
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Conscquently, a singular decomposition for 1 can be given as

T3 12 1 r3 o o1l o ool
Ao 2 1% 00 2 00 10,
1/ 3 0 2,6 0 0 0 00
(4b):
Note that 2 = 6/2. Tt follows from best lower rank approximations by singular value
decomposition that the matrix
3 12 1 r3 o o010 g0
B2 6,00 2 000010,
1/ 73 0o 2.6 0 0 G2 001
satisfies |1 3| & G/2. Thercfore. we can chioose
iy 3 1,2 1,003 o o1 o0 1 1
By 32 1% 0 2 0 00000 0L 2,
/3 0 2% 0 0 G200 Lo I




